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1. Introduction
In 2011, it was estimated that the quantity of data produced globally surpassed 1.8 
zettabyte.1 By 2013 it had increased to 4 zettabytes.2 With the nascent development 
of the so-called ‘Internet of Things’ gathering pace, these trends are likely to 
continue. This expansion in the volume, velocity, and variety of data available3, 
together with the development of innovative forms of statistical analytics, is 
generally referred to as “Big Data”; though there is no single agreed upon definition 
of the term. Although still in its initial stages, big data promises to provide new 
insights and solutions across a wide range of sectors, many of which would have 
been unimaginable even a decade ago.

Despite enormous optimism about the scope and variety of big data’s potential 
applications, many remain concerned about its widespread adoption, with some 
scholars suggesting it could generate as many harms as benefits.4 Most notably 
are the concerns about the inevitable threats to privacy associated with the 
generation, collection and use of large quantities of data.5 Concerns have also 
been raised regarding, for example, the lack of transparency around the design 
of algorithms used to process the data, over-reliance on big data analytics as 
opposed to traditional forms of analysis and the creation of new digital divides.

The existing literature on big data is vast. However, many of the benefits and harms 
identified by researchers tend to focus on sector specific applications of Big Data 
analytics, such as predictive policing, or targeted marketing. Whilst these examples 
can be useful in demonstrating the diversity of big data’s possible applications, 
they do not offer a holistic perspective of the broader impacts of Big Data. 

This survey draws upon a range of literature including news articles, academic 
articles, and presentations and seeks to disaggregate the potential benefits and 
harms of big data, organising them into several broad categories that reflect the 
existing scholarly literature. The survey also recognises the non-technical big data 
regulatory options which are in place as well as those which have been proposed 
by various governments, civil society groups and academics. 

2. Benefits
In recent years, scholars, politicians and business leaders have confidently 
proclaimed big data as a potential solution to a diverse range of problems 
from, world hunger and diseases to government budget deficits and corruption. 
According to a report by the McKinsey Global institute6, much of modern economic 
activity would not take place without big data. But if we look beyond the hyperbole 
and headlines, what do we really know about the advantages of big data?. 
Instead of trying (and failing) to list the many possible applications of big data 

analytics across all sectors and industries, for the purposes of this survey we have 
attempted to distil the various advantages of Big Data discussed within literature 
into the following five broad categories; Decision-Making, Efficiency & Productivity, 
Research & Development, Personalisation and Transparency, each of which will be 
discussed separately below.

2.1 Decision-Making
Whilst data analytics have always been used to improve the quality and efficiency 
of decision-making processes, the advent of big data means that the areas of our 
lives in which data-driven decision-making plays a role is expanding dramatically 
as businesses and governments become better able to exploit new data flows. 
Furthermore, the real-time and predictive nature of decision-making made 
possible by big data are increasingly allowing these decisions to be automated. 
As a result, big data is providing governments and business with unprecedented 
opportunities to create new insights and solutions, becoming more responsive to 
new opportunities and better able to act quickly - and in some cases preemptively 
- to deal with emerging threats. Depending on the purpose for which one needs the 
data in question, big data analytics can be broadly categorised into two brackets - 
descriptive and predictive. Both descriptive and predictive big data are useful. The 
former provides counters for events - number of posts, vehicles and so on, which 
can be used to build upon existing databases (such as traffic and so on). The latter 
involves modelling the data collected to make predictions and analyses of trends 
and the future (such as the kind of products most customers would be interested 
in buying, monitoring oil and gas pipelines and so on). Both categories allow for 
better decision making processes across sectors. 

This ability of big data to speed up and improve decision-making processes can 
be applied across all sectors from transport to healthcare and is often cited 
within the literature as one of its key advantages. Joh, for example, highlights the 
increased use of data driven predictive analysis by police forces to help them to 
forecast the times and geographical locations in which crimes are most likely to 
occur. This allows the force to redistribute their officers and resources according 
to anticipated need, and in certain cities, has been highly effective in reducing 
crime rates.7 Raghupathi meanwhile cites the case of healthcare, where predictive 
modelling driven by big data is being used to proactively identify patients who 
could benefit from preventative care or lifestyle changes.8 In the United Kingdom, 
the government makes healthcare outcomes public, so that citizens can make 
informed decisions on providers.9

Big data can also help go a long way in creating values for industries and 
businesses by enabling economic surplus.10  Services like information technology, 
insurance, products like computers, and governance are all poised to receive a 
boost from the use of big data. 
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One area in particular where the decision-making capabilities of big data are 
having a significant impact is in the field of risk management.11 For instance, big 
data can allow companies to map their entire data landscape to help detect 
sensitive information, such as 16 digit numbers - potentially credit card data - 
which are not being stored according to regulatory requirements and intervene 
accordingly. Similarly, detailed analysis of data held about suppliers and customers 
can help companies identify those in financial trouble, allowing them to act quickly 
to minimize their exposure to any potential default.12

2.2 Efficiency and Productivity
In an era when many governments and businesses are facing enormous pressures 
on their budgets, the desire to reduce waste and inefficiency is prominent . By 
providing the information and analysis needed for organisations to better manage 
and coordinate their operations, big data can help  alleviate such problems, 
leading to better utilization of scarce resources and a more productive workforce.13 

Within the literature, such efficiency savings are most commonly discussed in 
relation to reductions in energy consumption.14 For example, a report published by 
Cisco notes how the city of Oslo has managed to reduce the energy consumption 
of street-lighting by 62 percent through the use of smart solutions driven by big 
data.15 Increasingly, however, statistical models generated by big data analytics 
are also being utilized to identify potential efficiencies in sourcing, scheduling 
and routing in a wide range of sectors from agriculture to transport. For example, 
Newell observes how many local governments are generating large databases of 
scanned license plates through the use of automated license plate recognition 
systems (ALPR), which government agencies can then use to  help improve local 
traffic management and ease congestion.16 Research also indicates that through 
the use of big data analytics, Europe’s public sector could reduce the cost of 
administration by anywhere between 15-20%, creating between $223-446 billion in 
value through efficiency gains as well as systematic tax collection.17

Commonly these efficiency savings are only made possible by the often counter-
intuitive insights generated by the big data models. For example, whilst a human 
analyst planning a truck route would always tend to avoid ‘drive-bys’ - bypassing 
one stop to reach a third before doubling back - big data insights can sometimes 
show such routes to be more efficient. In such cases, efficiency saving of this 
kind would in all likelihood have gone unrecognised by a human analyst who is 
not trained to look for such patterns.18 Thus, digital collection of large quantities 
of data can allow organisations and governments to collect more accurate and 
detailed information on multiple indicators, and therefore expose variability to 
boost performance.19

2.3 Research, Development, and Innovation
Perhaps one of the most intriguing benefits of big data is its potential utility in 
the research and development of new products and services. As is highlighted 
throughout the literature, big data can help business to gain an understanding of 
how others perceive their products or identify customer demand and adapt their 
marketing and products accordingly.20 Analysis of social media data, for instance, 
can provide valuable insights into customers’ sentiments towards existing products 
as well as discover demands for new products and services, allowing businesses to 
respond more quickly to changes in customer behaviour.21

In the pharmaceutical industry, the use of big data could result in value creation 
of around $100 billion. The use of electronic data capture could help in recording 
patient information in the provider’s electronic medical records, which could 
become a primary source for clinical-trial data, reducing the likelihood of data 
errors caused by manual or duplicate entry. Remote monitoring of sites with real 
time data access could improve management and responses to issues that arise 
during trials, improving clinical trial efficiency.22

Similarly, in the field of computational social sciences, big data has facilitated 
many types of nuanced analysis. Social and electronic media sources are being 
relied upon by social scientists to cast insight on issues like subjective well-being, 
scoring of the emotionality of news content, understanding dynamics between 
conventional and social media during presidential debates. 23

In addition to market research, big data can also be used during the design and 
development stage of new products. by helping to test thousands of different 
variations of computer-aided designs in an expedient and cost-effective manner. In 
doing so, business and designers are able to better assess  how minor changes to a 
products’ design may affect its cost and performance, thereby improving the cost-
effectiveness of the production process and increasing profitability. 

2.4 Personalisation
For many consumers, perhaps the most familiar application of big data is its 
ability to help tailor products and services to meet their individual preferences. 
This phenomena is most immediately noticeable on many online services such as 
Netflix; where data about users activities and preferences is collated and analysed 
to provide a personalised service, for example by suggesting films or television 
shows the user may enjoy based upon their previous viewing history.24 By enabling 
companies to generate in-depth profiles of their customers, big data allows 
businesses to move past the ‘one size fits all’ approach to product and services 
design and instead quickly and cost-effectively adapt their services to better meet 
customer demand.
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In addition to service personalisation, similar profiling techniques are increasingly 
being utilized in sectors such as healthcare. Here, data about a patient’s medical 
history, lifestyle, and even their gene expression patterns are collated, generating 
a detailed medical profile which can then be used to tailor treatments to meet 
their specific needs.25 Targeted care of this sort can not only help reduce costs by 
helping avoid over-prescriptions, but may also help improve the effectiveness of 
treatments and ultimately their outcomes.

2.5 Transparency
If ‘knowledge is power’, then, - so say big data enthusiasts - advances in data 
analytics and the quantity of data available can give consumers and citizens the 
knowledge to hold governments and businesses to account, as well as make more 
informed choices about the products and services they use. Nevertheless, data 
(even in immense quantities) does not necessarily equal knowledge. In order for 
citizens and consumers to fully utilize the vast quantities of data available to them, 
they must first have some way to make sense of it. For some, big data analytics 
provides such a solution, allowing users to easily search, compare and analyze 
available data, thereby helping to challenge existing information asymmetries and 
make business and government more transparent.26

In the private sector, big data enthusiasts have claimed that it holds the potential 
to ensure complete transparency of supply chains, enabling concerned consumers 
to trace the source of their products. For example, this can help consumers ensure 
that the products they purchase have been sourced ethically.27 Furthermore, big 
data is now making accessible information which was previously unavailable to the 
average consumer, and challenging companies whose business models rely on the 
maintenance of information asymmetries. The real-estate industry, for example, 
relies heavily upon its ability to acquire and control proprietary information, 
such as transaction data, as a competitive asset. In recent years, however, many 
online services have allowed consumers to effectively bypass agents, by providing 
alternative sources of real-estate data and enabling prospective buyers and sellers 
to communicate directly with each other28 thereby providing consumers with access 
to large quantities of actionable data. Big data can help eliminate established 
information asymmetries, allowing consumers to make more informed decisions 
about the products they buy and the services they enlist.

Big data’s potential to improve transparency and accountability can also be seen in 
the public sector, with many scholars suggesting that greater access to government 
data could help stem corruption and make politics more accountable. This view 
was recently endorsed by the UN which, in a report published by the Independent 
Expert Advisory Group on the “Data Revolution for Sustainable Development”29, 
highlighted the potential of big data to improve policy-making and accountability. 
In the report, experts emphasize the potential of what they term the ‘data 
revolution’ to help achieve sustainable development goals by, for example, helping 

civil society groups and individuals ‘develop data literacy and help communities 
and individuals to generate and use data, to ensure accountability and make better 
decisions for themselves’.30

Thus, big data can often lead to what has been described as the ‘transparency 
paradox’. Big data aspires towards making the world more transparent. However, its 
collection is invisible, and its tools and techniques themselves are not transparent. 
Privacy shrouds big data analytics procedures, and thus seems to jeopardize the 
very outcomes that it seeks to achieve. This paradox must be acknowledged.31  

3. Harms
The existing literature and discussions about the potential harms of big data are 
perhaps understandably dominated by concerns about privacy. However there is 
also a range of other harms which we have listed below:

3.1. Privacy
Many of the benefits outlined above exist in tension with the right to privacy. 
Efficient decision making, accuracy and personalisation are often achieved through 
widespread collection and processing of personal data, which amounts to a breach 
of the data subject’s privacy. The following issues highlight the ways in which big 
data analytics compromises an individual’s privacy:   

3.1.1. Re-identification
Traditionally many big data enthusiasts have used de-identification [the process 
of anonymising data by removing Personally Identifiable Information(PII)] as a way 
of justifying mass collection and use of personal data. However, many scholars 
remain concerned about the limits of anonymisation. As Tene & Polonetsky 
observe, ‘Once data, such as a clickstream or a cookie number, are linked to an 
identified individual, they become difficult to disentangle’.32 They cite the example 
of University of Texas researchers Narayanan and Shmatikov, who were able to 
successfully re-identify anonymised Netflix user data by cross referencing it with 
data stored in a publicly accessible online database. As Narayanan and Shmatikov 
explained,”once any piece of data has been linked to a person’s real identity, 
any association between this data and a virtual identity breaks anonymity of the 
latter”.33 The quantity and variety of datasets which big data analytics has made 
associable with individuals is therefore expanding the scope of the types of data 
that can be considered PII, undermining claims that de-identification alone is 
sufficient to ensure privacy for users.
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3.1.2. Privacy Frameworks Obsolete
In recent decades, privacy and data protection frameworks based upon a number 
of ‘privacy principles’34 have formed the basis of most attempts to encourage 
greater consideration of privacy issues online.35 For many, however, the emergence 
of big data has raised questions about the extent to which these data protection 
principles are workable in an era of ubiquitous data collection.

1. Collection Limitation and Data Minimization : Big Data seeks to gather as 
much data as possible, instead of utilizing sampling techniques in order 
to understand the phenomenon being studied. This goal of attaining 
comprehensive coverage exists in tension with the key privacy principles 
of collection limitation and data minimization, which seek to limit both the 
quantity and variety of data collected about an individual to the absolute 
minimum.36

2. Purpose Limitation: Since the utility of a given dataset is often not easily 
identifiable at the time of collection, datasets are increasingly being 
processed several times for a variety of different purposes. Such practices 
have significant implications for the principle of purpose limitation, 
which aims to ensure that organizations are open about their reasons 
for collecting data, and that they use and process the data for no other 
purpose than those initially specified.37

3. Notice:  As data streams become more complex, some have begun to 
question suitability of consent as a mechanism to protect privacy. In 
particular, commentators have noted that, given the complexity of data 
flows in the digital ecosystem, most individuals are not well placed to 
make truly informed decisions about the management of their data.38 In 
one study, researchers demonstrated how by creating the perceptions 
of control, users were more likely to share their personal information, 
regardless of whether or not the users had actually gained control.39 
As such, the garnering of consent is increasingly becoming a symbolic 
box-ticking exercise which achieves little more than to irritate and 
inconvenience customers whilst providing a burden for companies and a 
hindrance to growth and innovation.40

4. Access and Correction: The use of big data technology by firms and 
companies has resulted in a continuous flow of personal data, due to which 
adjustment and correction of the data by the data subjects has become 
difficult. This creates a number of potential compliance problems such as 
difficulty in erasing, retrieving or correcting data. A typical big data system 
is not built for interactivity, but for batch processing. This also makes the 
application of changes on a (presumably) static data set difficult’.41

5. Choice and Consent: The notion that the provision of data should be a 
matter of personal choice for the individual and that they can, if they 
wish, decide to ‘opt-out’ of data collection (for example by ceasing use 

of a particular service), is an important component of privacy and data 
protection frameworks. However, the proliferation of internet-enabled 
devices and their integration into the built environment, as well as 
the real-time nature of data collection and analysis, are beginning to 
undermine this concept. For many critics of big data, compulsory provision 
of data as a prerequisite for the access and use of many key online services 
is making opting-out of data collection not only impractical but in some 
cases impossible.42

6. Mosaic Effect: Mosaic effect is where different factors can be used in 
conjunction with one another to determine if an individual is identifiable. 
This approach can enable identification even when traditional forms of PI 
data are protected.43

3.1.3. “Chilling Effects”
The normalization of large scale data collection is steadily producing a widespread 
perception of constant surveillance amongst users. Foucault’s analysis of Jeremy 
Bentham’s panopticon and the disciplinary effects of surveillance can be used 
to argue that this perception of permanent visibility can cause users to sub-
consciously ‘discipline’ and self- regulate their own behavior, fearful of being 
targeted or identified as ‘abnormal’.44 As a result, the pervasive nature of big data 
prevents individuals from voicing and expressing their opinions, thus generating a 
‘chilling effect’ on user behavior and free speech.

One study, conducted by researchers at MIT (Massachusetts Institute of 
Technology)  sought to assess the impact of Edward Snowden’s revelations about 
NSA surveillance programs on Google search trends. Nearly 6,000 participants were 
asked to individually rate certain keywords for their perceived degree of privacy 
sensitivity along multiple dimensions. Using Google’s own publicly available 
search data, the researchers then analyzed search patterns for these terms before 
and after the Snowden revelations. In doing so they were able to demonstrate a 
reduction of around 2.2% in searchers for those terms deemed to be most sensitive 
in nature. According to the researchers themselves, the results ‘suggest that there 
is a chilling effect on search behaviour from government surveillance on the 
Internet’.45 Although this study focussed on the effects on government surveillance, 
for many privacy advocates, the growing pervasiveness of big data risks generating 
similar results.46

3.1.4. Dignitary Harms of Predictive Decision-Making
The automated nature of big data analytics possesses the potential to inflict 
‘dignitary harms’ on individuals, by revealing insights about themselves that they 
would have preferred to keep private.47 In an often cited  example, following a 
shopping trip to the retail chain called Target, a young girl began to receive mail 
at her father’s house advertising products for babies including, diapers, clothing, 
and cribs. In response, her father complained to the management of the company, 

http://editors.cis-india.org/internet-governance/blog/benefits-and-harms-of-big-data#_ftn36
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incensed by what he perceived to be the company’s attempts to “encourage” 
pregnancy in teens. A few days later however, the father was forced to contact 
the store again to apologise, after his daughter had confessed to him that she 
was indeed pregnant. It was later revealed that Target regularly analyzed the sale 
of key products such as supplements or unscented lotions in order to generate 
“pregnancy prediction” scores, which could be used to assess the likelihood that 
a customer was pregnant and to therefore target them with relevant offers.48 Such 
cases, though anecdotal, illustrate how big data, if not adopted sensitively, can 
lead to private and/or personal information about users being made public.

3.2 Discrimination
3.2.1 Discriminatory Outcomes
Big data technologies provide innumerable opportunities to increase efficiency and 
mitigate risk. By removing human intervention and oversight from the decision-
making process, firms, governments and companies using this technology run 
the risk of becoming blind to unfair or injudicious results generated by conscious 
discrimination and discriminatory programming of the algorithms. This can be 
categorized into Disparate Treatment, which is a conscious discrimination by the 
analysts and Disparate Impact, where there is no intentional discrimination, but 
the bias is inherent in the algorithm producing the results.49 

Disparate Treatment

Conscious discrimination occurs when the individual is discriminated against by 
the data controller based on certain protected or behavioural characteristics after 
analysing the data produced by an algorithm. For example, it is noted that big data 
is increasingly being used to evaluate applicants for entry-level service jobs. One 
method of evaluating applicants is by the length of their commute - the rationale 
being that employees with shorter commutes are statistically more likely to remain 
in the job longer. However, since most service jobs are typically located in town 
centers while poorer neighborhoods  are often on the outskirts of town, such 
criteria can have the effect of unfairly disadvantaging those living in economically 
underprivileged areas. Consequently, such metrics of evaluation can therefore 
also unintentionally act to reinforce existing social inequalities by making it more 
difficult for economically disadvantaged communities to work their way out of 
poverty.50

Disparate Impact 

Discrimination can also be inherent in the algorithm that is processing the data 
and therefore lead to biased decisions or outcomes, resulting in certain groups 
being excluded or deprived of opportunities and benefits.51 There currently exists 
a large number of automated decision-making algorithms in operation across 

a broad range of sectors including, most notably perhaps, those used to assess 
an individual’s suitability for insurance or credit. In either of these cases, faults 
in the programming or discriminatory assessment criteria can have potentially 
damaging implications for the individual, who may as a result be unable to attain 
credit or insurance. This concern with the potentially discriminatory aspects 
of big data is prevalent throughout the existing literature. Real life examples 
have been identified by researchers in a large number of major sectors in which 
big data is currently being used.52 Yu, cites the case of the insurance company 
Progressive, which required its customers to install ‘Snapsnot’- a small monitoring 
device - into their cars in order to receive their best rates. The device tracked and 
reported the customer’s driving habits, and offered discounts to those drivers 
who drove infrequently, broke smoothly, and avoided driving at night - behaviors 
that correlate with a lower risk of future accidents. Although this form of price 
differentiation provided incentives for customers to drive more carefully, it also 
had the unintended consequence of unfairly penalizing late-night  shift 
workers. As Yu observes, ‘for late night shift-workers, who are disproportionately 
poorer and from minority groups, this differential pricing provides no benefit at 
all. It categorizes them as similar to late-night party-goers, forcing them to carry 
more of the cost of the intoxicated and other irresponsible driving that happens 
disproportionately at night’.53

3.2.2. Inequality leading to exclusion and marginalisation 
While Big Data has the potential to contribute to economic development and 
generate new innovations, some critics remain concerned about how the benefits 
of big data will be distributed and how the plausible unequal distribution would 
affect already established digital divides.54 Although the power of big data is 
already being utilized effectively by most economically developed nations, the 
same cannot be said for many developing countries. A combination of lower levels 
of connectivity, poor information infrastructure, underinvestment in information 
technologies and a lack of skills and trained personnel, make it far more difficult 
for some global south countries to fully reap the rewards of big data. In India, there 
is huge challenge due to the issue of dark data. Only 16% individuals leave a digital 
footprint.55 Large parts of the population is unrepresented in digital data. Further, 
the veracity and accuracy of the data available remains a big issue because of the 
complexities of local contexts - making it hard to devise a classification system 
which is accurate. As a consequence, the Big Data revolution risks deepening 
global economic inequality as developing countries find themselves unable to 
compete with data-rich nations whose governments can more easily exploit the 
vast quantities of information generated by their technically literate and connected 
citizens.

Likewise, to the extent that the big data analytics is playing a greater role in public 
policy-making, the capacity of individuals to generate large quantities of data 
could potentially have an impact on the extent to which they can provide inputs 
into the policy-making process. In a country such as India for example, where 
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there are high levels of inequality in access to information and communication 
technologies and the internet, there remain large discrepancies in the quantities 
of data produced by individuals. As a result there is a risk that those who lack 
access to the means of producing data will be disenfranchised, as policy-making 
processes become configured to accommodate the needs and interests of a 
privilege minority.56 It has also been claimed  that far from helping to alleviate 
inequalities, the advent of big data risks exacerbating already significant digital 
divides that exist as well as creating new ones.57 Also, the consequences of 
exclusion could be highly profound as those left out of the big data revolution 
may suffer tangible economic harms, for example, in case of  businesses ignoring 
or undervaluing the preferences and behaviors of consumers who do not shop 
in ways that big data tools can easily capture, aggregate, and analyze. Also, the 
governments may come to rely on big data to such a degree that exclusion from 
data flows may lead to exclusion from civic and political life58, for example in case 
of  Aadhaar in India, whereby people are ‘locked out’ of public services for not 
having or having Aadhaar number with incorrect demographic details59 and are 
excluded from welfare services when the Aadhaar-based authentication process 
fails.60

3.2.3 Event Size Bias
The nature of data impacts what bias may be built into it. Data available to 
business and industry is perfect and  usually complete, whereas data that focusses 
on social sciences, human rights etc are more often than not, skewed. One of 
the main ways this happens is through event size bias - where larger events and 
issues are reported more, but smaller ones may not be reported at all.61 This 
difference in the observed sample and underlying population of interest brings 
about a discrepancy in conclusions, decisions and accountability. These changes 
are brought about in the documentation process, not in the actual occurrence of 
events. To adjust for these biases and also other invisible biases, one can speculate 
and recognize bias but that would probably lead to more questions than answers.

3.2.4 Lack of Algorithmic Transparency
For many companies, the quality of their algorithms is often a crucial factor 
in providing them with a market advantage over their competitor. Given their 
importance, the secrets behind the programming of algorithms are often closely 
guarded by companies, and are typically classified as trade secrets and as such 
are protected by intellectual property rights. Although companies may claim that 
such secrecy is necessary to encourage market competition and innovation, many 
scholars are becoming increasingly concerned about the lack of transparency 
surrounding the design of these most crucial tools.

In particular, there is a growing common sentiment amongst many researchers that 
there currently exists a chronic lack of accountability and transparency in terms of 
how big data algorithms are programmed and what criteria are used to determine 
outcomes.62 As Frank Pasquale observed,

“Hidden algorithms can make (or ruin) reputations, decide the destiny of 
entrepreneurs, or even devastate an entire economy. Shrouded in secrecy 
and complexity, decisions at major Silicon Valley and Wall Street firms were 
long assumed to be neutral and technical. But leaks, whistleblowers, and 
legal disputes have shed new light on automated judgment. Self-serving and 
reckless behavior is surprisingly common, and easy to hide in code protected 
by legal and real secrecy”.63

As such, without increased transparency in algorithmic design, instances of 
big data discrimination may go unnoticed as analysts are unable to access the 
information necessary to identify them.

3.3  Anti-Competitive Practices
As a result of the reluctance of large companies to share their data, there is an 
increasing  divide in the possession of data between small start-ups companies 
and their larger and more established competitors. The value-proposition of 
most internet and ICT companies relying on big data technologies is based on the 
Network Effect, which is creating monopolies or competitive oligopolies in the 
market.64 Today, since the performance of many online services are often intimately 
connected with the collation and use of user’s data, some researchers have 
suggested that this inequity in possession of data could lead to a reduced choice 
for the customers.65 This is reducing the flexibility for the customers by making 
it difficult for them to shift between service providers. Further, the new market 
players are often discouraged to enter the market structure as they find it difficult 
to prosper in the absence of user data and information. 

As a result, researchers including Nathan Newman of New York University have 
called for a reassessment and reorientation of antitrust investigations and 
regulatory approaches more generally ‘to focus on how control of personal data 
by corporations can entrench monopoly power and harm consumer welfare in 
an economy shaped increasingly by the power of “big data”.66 Similarly a report 
produced by the European Data Protection Supervisor concluded that ‘the scope 
for abuse of market dominance and harm to the consumer through refusal of 
access to personal information and opaque or misleading privacy policies may 
justify a new concept of consumer harm for competition enforcement in digital 
economy’.67

3.4 Security
In relation to cybersecurity, big data can be viewed to a certain extent as a double-
edged sword. On the one hand, the unique capabilities of big data analytics 
can provide organizations with new and innovative methods of enhancing their 
cybersecurity systems. On the other, however, the sheer quantity and diversity of 
data emanating from a variety of sources creates its own security risks.
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3.4.1. “Honey-Pot”
The larger the quantities of confidential information stored by companies on their 
databases the more attractive those databases may appear to potential hackers. 
Other security concerns associated  with the centralized storage of large amounts 
of data include user control, user access,  and third party access.68

3.4.2 Data Redundancy and Dispersion
Inherent to big data systems is the duplication of data to many locations in order 
to optimize query processing. Data is dispersed across a wide range of data 
repositories in different servers, in different parts of the world. As a result, it may 
be difficult for organizations to accurately locate and secure all items of personal 
information69.

3.5 Epistemological and Methodological 
Implications
3.5.1 End of Theory
In 2008, Chris Anderson predicted the ‘end of theory’. According to him, the ‘deluge 
of data’ created by big data would render scientific methods of hypothesis, 
sampling and testing obsolete. Petabytes would allow us to rely simply on 
correlation, and “..let statistical algorithms  find patterns where science cannot”.70 
This is echoed by Cukier and Mayer-Schoenberger, although they don’t go so far. 
For them, Big Data “represents a move away from always trying to understand 
the deeper reasons behind how the world works to simply learning about an 
association among phenomena and using that to get things done.”71

3.5.2 Abandonment of Causation
Moving from causation to correlation is, for some scholars, a hollowing out of the 
scientific method and an abandonment of causal knowledge in favour of shallow 
correlative analysis. They warn against what they see as the uncritical adoption of 
big data in public policy-making.72 Fricke has also warned that this turn away from 
theory and studying big data without taking contemporary philosophy of science 
into account is unwise.73

3.5.3 The Hybrid Approach
Rob Kitchin advocates that it is possible to reap the benefits of big data without 
compromising scientific rigour or the pursuit of causal explanations. This is through 
a hybrid approach which utilises the combined advantages of inductive, deductive 
and so-called ‘abductive’ reasoning, to develop theories and hypotheses directly 

from the data.74 With advances in computational and statistical methods as well as 
innovations in data visualization and methods of linking datasets, scientists can 
now utilise the data available to its full potential, as professor Gary King quipped 
‘Big Data is nothing compared to a big algorithm’.75 As Patrick W. Gross, commented: 
‘ in practice, the theory and the data reinforce each other. It’s not a question of 
data correlations versus theory. The use of data for correlations allows one to test 
theories and refine them’.76

Big data’s epistemic status and various arguments around it can be understood 
through the work of computer scientist Jim Gray, who adopted and developed 
Kuhn’s concept of the paradigm shift, charting history of science through the 
evolution of four broad paradigms: experimental science, theoretical science, 
computational science and exploratory science.77 According to Gray, we are 
today witnessing a transition to a ‘fourth paradigm of science’, which he terms 
the exploratory paradigm where scientists begin with the data itself; designing 
programs to mine enormous databases in the search for correlations and patterns; 
in effect using the data to discover the rules, as opposed to developing programs 
based on established rules and theories as was observed in the computational 
paradigm.78

3.5.4 Data Speaks for Itself
Analysts assume that they can ‘let the data speak for itself’.79 Joh observes how big 
data is being used in policing and law enforcement to help make better decisions 
about the allocation of police resources. By looking for patterns in the crime data 
they are able to make accurate predictions about the localities and times in which 
crimes are most likely to occur and dispatch their officers accordingly.80 For many, 
however, consideration of issues such as gender, race, and religious sensitivity can 
be just as important to good public policy-making as quantitative data; helping 
to contextualise the insights revealed in the data and provide more explanatory 
accounts of social relations.81

3.5.5 Questionable methodological, epistemological assumptions
Although big data analytics can be utilized to study almost any phenomena where 
enough data exists, many theorists have warned that simply because big data 
analytics can be used does not necessarily mean that they should be used.82 Many 
of the claims of big data are premised upon some questionable methodological 
and epistemological assumptions, some of which threaten to impoverish the 
scientific method and undermine scientific rigour.83 This is because interpretation 
is the centre of data analytics, and it is always subject to limitation and bias. Some 
scholars arguing for the end of theory assume that big data eliminates the need for 
scientific specialization. However, others point out that the abstract and intangible 
nature of data requires a great deal of expert knowledge and interpretive skill to 
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comprehend. It is therefore vital that the knowledge of domain specific experts is 
properly utilized to help ‘evaluate the inputs, guide the process, and evaluate the 
end products within the context of value and validity’.84

3.5.6 Serendipity
By starting with the data itself, some thinkers advocate that big data analysts 
may be able to circumvent the need for predictions or hypothesis about what 
one is likely to find. As Dyche observes, ‘mining Big Data reveals relationships 
and patterns that we didn’t even know to look for’.85 Similarly, Steadman proposes 
that analysts need not bother proposing a hypothesis anymore.86 For big data 
enthusiasts such as Prensky, ‘scientists no longer have to make educated guesses, 
construct hypotheses and models, and test them with data-based experiments and 
examples. Instead, they can mine the complete set of data for patterns that reveal 
effects, producing scientific conclusions without further experimentation ‘.87 In 
contrast, boyd and Crawford observe how big data may also lead to the practice of 
‘apophenia’, a phenomena whereby analysts interpret patterns that do not exist, 
‘simply because enormous quantities of data can offer connections that radiate in 
all directions”.88 

3.5.7 Reframing the constitution of knowledge
These developments in statistical and computational analysis combined with the 
velocity variety and quantity of data available to analysts have therefore allowed 
scientists to pursue new types of research, generating new forms of knowledge 
and facilitating a radical shift in how we think about “science” itself. As boyd and 
Crawford note, ‘ Big Data [creates] a profound change at the levels of epistemology 
and ethics. Big Data reframes key questions about the constitution of knowledge, 
the processes of research, how we should engage with information, and the nature 
and the categorization of reality . . . [and] stakes out new terrains of objects, 
methods of knowing, and definitions of social life ‘.89 

4. Rights
As explained by James Griffin, the way we understand human rights is tied 
intrinsically to normative agency, which is dependent on the idea of the informed 
self. Without sufficient information, human agency is severely compromised and 
human rights become of little value. In his book, On Human Rights,90 he defines 
normative agency as our capacity to choose and to pursue our conception of a 
worthwhile life. It is important to recognise that by agency, Griffin does not mean 
merely the ability to perform actions. This kind of agency involves not just the 
conception of a ‘worthwhile life’ but also active autonomy. The thrust of these 

theories is to view human rights as protectors of human agency and autonomy. In 
order to be autonomous, individuals need to make real choices, and information is 
prerequisite for an individual to make real choices and be autonomous. 

In his books, Public Opinion91 and The Phantom Public,92 Walter Lippmann 
contemplated man’s ability to perceive and accurately comprehend the world. 
Lippmann was extremely pessimistic about the ‘public’ as understood in theories 
of democracy as sovereign and omnicompetent citizens who can make rational 
choices. Jonathan Obar has argued that Lippmann’s arguments are vindicated in 
light of technologies and practices which create a ‘black-box’ around information 
and compromises the ability of the public to make autonomous choices.

Complex algorithms used in big data such as those used by Google’s search engine 
are multi-component systems, which leads to an opacity even for programmers 
working on them.93 Jenna Burrell demonstrates the futility of exercises such as code 
audits as the number of auditors hours that may be needed to be engaged in order 
to untangle the logic of the algorithms in a complicated software system, would 
be huge. 94 In her article on “socially consequential mechanisms of classification 
and ranking, such as spam filters, credit card fraud detection, search engines, 
news trends, market segmentation and advertising, insurance or loan qualification, 
and credit scoring” and other similar mechanisms that involve personal and trace 
data, Burrell states that more and more these mechanisms rely upon machine 
learning algorithms. She points out that problems of scale and complexity in the 
case of machine learning algorithms employed in big data technology are peculiar 
and distinctive. These are not characterised simply by greater number of lines of 
code or the number of team member or even various linkages between modules. 
According to Burrell, the challenge is not merely that of comprehending the 
code, but that being able to understand how the algorithm operates on data, in 
action. She argues that while it may be possible to implement machine learning 
algorithms in such a way that it is comprehensible, such algorithms may not be 
of much use. For the models to have ‘accuracy of classification’, they must be 
accompanied by a degree of inherent complexity. In his DPhil thesis, Malte Ziewitz 
writes about Google’s search algorithm that even if you had “Larry [Page] and 
Sergey [Brin] at this table, they would not be able to give you a recipe for how a 
specific search results page comes about.”95 The route that algorithms can take to 
arrive a particular conclusion can be extremely circuitous.96 

As mentioned above, machine learning algorithms build upon themselves and 
the internal decision logic of the algorithm evolves as it ‘learns’ on input data. 
Handling a huge number especially of heterogeneous properties of data adds 
complexity to the code. Machine learning techniques quickly face computational 
resource limits as they scale and may manage this, using techniques written into 
the code (such as ‘principal component analysis’), which add to its opacity. While 
datasets may be extremely large but possible to comprehend and code may 
be written with clarity, the interplay between the two in the mechanism of the 
algorithm is what yields the complexity and thus opacity.
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Increasing use of big data in different sectors such as medicine,97 disaster 
management98, finance,99 law enforcement,100 journalism,101 retail102 and 
education103 will be accompanied by a decrease in our capacity to engage with 
the infrastructure in question. In her essay104 and talk,105 Saskia Sassen draws the 
picture of a smart, quantified city relying on big data and networked technology. 
She points out that in the past, great cities have always evolved through constant 
engagement by its residents and only, thus, have remained in in existence for so 
long. However, the proprietary technology being used in building new age smart 
cities limits the ability of the city’s inhabitants to engage with and change it. 
According to Sassen, the answer could be the use of open source technologies 
which allows those interested to fiddle around with it. However, if one goes by 
Jenna Burrell’s account, proprietary technology is only a part of the problem.106 
Even with use of open source technology and open standards, the very nature of 
machine learning technology endows it with extreme complexity far beyond the 
capacity of most to engage with.

It is also important to note that the communication channel between an individual 
and big data algorithms and the capacity of an individual to engage with it is 
extremely  narrow.107 

5. Regulation
The ubiquitous nature of Big Data analytics and questions around its 
conspicuousness and transparency, its growing presence in disparate sectors like 
medicine, credit, healthcare, law enforcement, justice system and public policy, 
to name a few, and the unique questions it raises about existing legal systems (or 
lack thereof) presents a significant regulatory challenge.108So far, most attempts to 
articulate a suitable regulatory response to Big Data are limited to an examination 
of data protections law, giving greater control to citizens over their data and 
holding companies engaged in Big Data more accountable.109 This section seeks 
to discuss the existing non-technical regulatory mechanisms that have been 
proposed and adopted by various countries across the world. 

5.1 Algorithmic Transparency and Affirmative 
Action
5.1.1 Algorithmic Transparency 
Pasquale and others have suggested algorithmic transparency as a possible 
solution to data-driven discriminatory practices. Disclosing the logic and flow of 
data-driven decision-making can help examine the accuracy and fairness of the 
conclusions drawn from data. However, as acknowledged by Pasquale himself, 

“ information flows can be very complex,” and impossible for individuals to keep 
track of all these ‘galaxies’ of data.110Cynthia Dwork and Deirdre Mulligan have 
argued that “Exposing the datasets and algorithms of big data analysis to scrutiny—
transparency solutions—may improve individual comprehension, but given the 
independent (sometimes intended) complexity of algorithms, it is unreasonable 
to expect transparency alone to root out bias.” Citron has also suggested that 
agencies should be required to regularly test their system’s software for bias and 
other errors.

However, this technique of transparency is proving to be difficult to achieve due 
to a growing trend of clauses in cross-border agreements that prevent signatory 
countries from mandating source code disclosure as a condition for import, 
distribution, sale or use of such software. Currently, Trans-Pacific Partnership, Trade 
in Services Agreement (TISA) and Regional Comprehensive Economic Partnership 
(R-CEP) are some of the agreements which have such clauses. 

5.1.2 Affirmative Action
Anupam Chander proposes affirmative action as the remedy against algorithmic 
discrimination, as they replicate or amplify real-world biases through their 
statistical methodologies. This would involve both design choices which address 
specific discriminatory impacts of an algorithm, as well as focus on data which the 
algorithms use without needing transparency in the design of the algorithm. This 
method also involves  evaluation of data which is used to train an algorithm for 
being embedded with implicit and institutional biases.111  

5.2 Due process
5.2.1 Data Due Process
Crawford (2014) and Citron (2014) call for a data due process that would regulate 
the fairness of big data’s analytical processes with regards to how they use 
personal data (or metadata derived from or associated with personal data) in any 
adjudicative process, including those whereby big data is being used to determine 
attributes or categories of an individual. The elements from traditional due process 
that are most suitable to data due process would be: “an unbiased tribunal”, “the 
right to know the evidence against one”, “the making of a record” and “a statement 
of reasons”.112 

5.2.2 Separation of Powers
Crawford (2014) highlights that due process’ historical role as a means of 
separating powers among different branches of the government is another 
favourable reason to consider it as a mechanism to address how big data handles 
personal information. Data due process would ensure that entities with vested 
interests in certain outcomes of trial would not intervene with the judgement made 
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with regards to the individual’s case (denial of a service, targeting by police, etc). 
The neutrality of the arbiter in the data due process ensures that the individual 
is heard as they attempt to correct or justify the data by which they have been 
adjudicated or discriminated against.113

5.2.3 Opportunity to be Heard
Citron posits that an “opportunity to be heard” in a big data context would 
involve access to an automated program’s source code or a hearing on the logic 
of computer program’s decision. This opportunity has been crystallized by the 
European Union’s GDPR (General Data Protection Regulation), where the data 
controller is now under an obligation to ensure that the data subject can obtain 
human intervention, express his/her point of view and challenge the decisions 
made by the algorithms.114 To better adapt due process application to automated 
systems, Citron suggests that instead of subjecting every automated system to 
cross-examination, one could at least invest in extra education about the biases 
and fallacies of automation for government personnel who use the systems to 
make administrative decisions.115 

5.2.4 Audit trails and testing of scoring systems
Citron suggests that agencies should require hearing officers to explain in detail 
their reliance on an automated system’s decision, including any computer-
generated facts or legal findings. She critiques automated administrative systems 
because they often fail to retain any audit record of how they made the decisions 
at issue or upon what data the decision was based. She hereby calls for an audit 
trail because it provides reassurance and increases accuracy. Access to these audit 
trails would also allow individuals to raise specific questions and objections to how 
and when their data is being used in various processes.  Scoring systems should be 
subject to licensing and audit requirements when they enter critical settings like 
employment, insurance and health care.116 

5.3 Data Protection Law
The European Network and Information Security Information (ENISA) is advocating 
for the enhancement of privacy by design in an era of big data through the 
implementation of mechanisms such as sticky policies, opt-out tools and local 
anonymization.117 

5.3.1 Sticky Policies
These are policies that allow the data subject to decide on a set of conditions and 
constraints which unambiguously lay down how her/his PII is to be used by the 
party receiving the data.118 As the data moves across multiple parties, these policies 
define an allowed usage and obligations, thus enhancing the control of the data 
owners over their personal information. They impose prohibitions and obligations 

such as access of third parties and the purpose for which the data is being used. 
These policies also allow the data owners to blacklist certain parties from gaining 
access to their personal information along with laying down rules such as a notice 
of disclosure and the deletion or minimization of data after a specified period of 
time.119 

5.3.2 Opt-Out Tools
This mechanism provides the data subjects with a choice to opt-out of the data 
collection or data processing activity. The opt-out tool offers the individual with 
an option to avoid his/her data from being collected. This also extends to the data 
processing level, where the individual can at any point opt-out and prevent his 
data from being processed for any further purpose or use.120 

5.3.3 Local Anonymization
This would enable an individual or the receiver who is processing the data of 
the individual to weed out the personal information of the data subject before 
divulging the data for analytical purposes. This solution proves to be useful in 
cases where personal data is not relevant for the analysis and the collection of 
anonymized data is sufficient.121 

5.3.4 Re-identification as an offence
Preventing re-identification of an individual’s personal data after de-identification 
helps in maintaining anonymity and secures the privacy of the data owner. 
The Australian Privacy Amendment (Re-identification offence) Bill provides for 
preventing re-identification of information and mandates non-disclosure of 
personal information if re-identified.122 

5.3.5 Anti-Profiling
It has been suggested and subsequently adopted that automated processing 
should be subject to human intervention and explicit consent by the data subject.123 
The data subjects also have a right to object to processing of their personal data 
carried on for particular purposes.124 If the automated profiling of the individuals is 
having some legal effects or is significantly affecting them, they have a right to not 
be subjected to such profiling.125

5.3.6 Privacy Impact Assessments (PIAs)
This assessment includes setting out the goals and benefits of processing the 
information, along with the effect it will have on the data owner’s’ privacy.126 This 
is a methodology for organisations to apply, calibrate and implement abstract 
privacy obligations based on the actual risks and benefits of the proposed data 
processing.127 This would mean addressing the question whether “there is a 
significant likelihood that an identified threat could lead to a recognised harm 
with a significant degree of seriousness.” PIAs will only be effective in the era of big 
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data if there is a coherent understanding of privacy impact by those who have the 
technical expertise in applying algorithms and designing.128

5.3.7 Do-Not-Track Tools
Strengthening do not track tools helps the consumers have greater control over 
when and how their data is used considering the expanding technologies capable 
of tracking and recording individual behavior, patterns and actions.129 

5.3.8 Pseudonymization
This is a privacy enhancing technique which was featured in the GDPR where the 
personal information is processed in such a way that it can no longer be attributed 
to the data subject.130  

5.3.8 Privacy Nudges 
The insights from cognitive science, particularly using the theory of nudge would 
be an acceptable compromise between the inefficacy of privacy self-management 
and the dangers of paternalism.131 The rationale is that while nudges influence 
choice, they are not overly paternalistic in that they still give the individual the 
option of making choices contrary to those sought by the choice architecture. 

5.3.9 Privacy Defaults 
A rule which mandates that data collectors set optimal defaults that ensure that 
the most sensitive information is subjected to least degree of disclosure unless 
otherwise chosen by the user, will ensure greater privacy protection. 

5.3.10 Privacy Through Usability
The usability approach entails designing the system in way that is most intuitive 
and easy for users to decide whether to provide the information, along with a soft 
paternalistic approach which seeks to aid the decision-making by providing other 
information such as how many people would have access to the information, if 
provided, and set defaults such that the information is not visible to others unless 
explicitly set by the user.

5.3.11 Privacy by design 
A design approach to privacy notices which includes looking at factors such as 
the timing of the notice, the channels used for communicating the notices, the 
modality (written, audio, machine readable, visual) of the notice and whether the 
notice only provides information or also include choices within its framework, 
would be of great help.  Further, use of privacy by design principles can be done 
not just at the level of privacy notices but at each step of the information flow, 
and the architecture of the system can be geared towards more privacy enhanced 
choices. 

5.3.12 Privacy Principles
1. Purpose Limitation: It has been mandated that data collected for a 

particular purpose should not be used for other analytical purposes or 
transferred to a third party without the consent of the data owner.132 Article 
29 Working Party has opined that the purpose limitation principle in the 
big data age consists of two key components: purpose specification and 
compatible use. Purpose specification means that the purpose for which 
the data is being processed must be specific, explicit and legitimate. 
In order to satisfy the second component, i.e. compatible use, further 
processing of the data must be compatible with the original purpose for 
which the data was collected.133 

2. Notice: If the big data analytics is leading to new or unforeseen processing 
of information, the data receivers or controllers should inform the 
individuals of the same in the form of a privacy notice. This notice will be 
more detailed and will provide information as to how long the personal 
data will be stored along with whether the data receiver plans to transmit 
the data outside the European Economic Area.134 

3. Data minimisation and retention: Personal data collected from individuals 
should be used sparingly in the age of big data where data is continuously 
being gathered and processed and the data controllers should make sure 
that efficient mechanisms are in place which will minimize the usage of 
personal information while retaining the information for a minimum period 
of time which is not longer than the time required for processing.135

4. Openness: With the existence of numerous entities that collect and process 
data on a real-time basis, it becomes difficult for the data subject to track 
who is collecting his/her data and for what purpose it is being used. A 
common portal should be developed which lists entities, outlines their 
data practices and enables consumers to control the use of their personal 
information by various parties.136

5.4 Anti-Discrimination Law
5.4.1 Disparate Treatment and Impact
The FTC has proposed the use of various equal opportunity laws by data controllers 
and analyzers in order to prevent discriminatory results and patterns that might be 
drawn as a result of the voluminous amounts of data collected.137 Few academics 
have also pointed out that the existing laws do not extend to the discriminatory 
harms arising from big data analytics.138 They have suggested that these laws 
need to be modified and expanded in such a way that they remedy the disparate 
treatment and impact resulting from biased algorithmic decisions. 
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5.4.2 Plausible Impairment and Genetic Information
It has been suggested that the ADA (American with Disabilities Act) should 
be reformed so as to account for the possibility that employers might make 
employment decisions depending on the data that may foresee that a candidate 
will develop an impairment in near future.139 Similarly, the GINA in US140 and the 
Disability Discrimination and Other Human Rights Legislation Amendment Act 
2009 in Australia141 prevent collecting genetic data and discriminating based on the 
same. 

5.5 Competition Law
Policymakers in the US have suggested the use of Competition Law to address the 
big data harms especially around mergers and other commercial arrangements 
between firms through the following proposals which police the invasion of 
privacy.142 

5.5.1 Merger Control
The regulator should investigate whether a particular merger would result in 
reduced incentives for the merged firm to compete on the consumer privacy 
protection frontier. It would also evaluate privacy as a non-price dimension of 
competition and examine mergers which involves large data sets.143 Further, a 
merger between two companies in possession of large databases can be estopped 
even if the companies do not have any form of competitive relationship. 

In Europe, courts have looked at questions such as the impact of combination of 
databases on competition144 and have held that in the context of merger control, 
data can be a relevant question if an undertaking achieves a dominant position 
through a merger, making it capable of gaining further market power through 
increased amounts of customer data.145 

5.5.2 Purpose Limitation Covenant
The regulator should try to balance the costs and benefits of the impact on 
competition against consumer protection in certain situations where “conduct-
distorting commerce implicates both consumer protection and competition 
principles.”146 If competitors mutually agree to provide an undertaking to limit the 
use of certain data for marketing purposes, this could override the concerns about 
competition being harmed. 

5.5.3 Abuse of Dominant Position 
Companies that have achieved or maintained monopoly power by deceiving or 
misleading consumers about data collection practices would be held accountable 
under the antitrust laws.147 Other relevant forms of regulation attempt to address 
the disproportionate comparative advantages enjoyed by large companies due 

to their complete ownership of vast consumer datasets, throttling small market 
entries. The Competition Tribunal recently supported the Canadian Competition 
Bureau’s case against the Toronto Real Estate Board (TREB) for abusing its market 
power by preventing brokerages from offering innovative products and services 
to consumers over the Internet.148 The Tribunal ruled that the restrictions TREB 
imposes on its members’ use and display of the data in the Toronto Multiple Listing 
Service system are anti-competitive, having an adverse impact on innovation, 
quality and the range of residential real estate brokerage services available in the 
Greater Toronto Area.149

5.5.4 Introducing Competition through Liberalization and 
Privatization
This mechanism distributes the power to store data by one particular entity 
to multiple sectors or companies. It will reduce the concentration of power 
with respect to collection and storage of data, thus enhancing a controlled 
and streamlined use of the individual’s personal information for processing. In 
the United Kingdom, the task of providing unique identities to all the citizens 
along with collecting and storing biometric data has been distributed among 
eight service providers instead of concentrating all the data in the hands of the 
government. This move has created an element of competition among the service 
providers to collect and maintain data for analytical purposes, thus reducing 
the amount of data held by each provider in order to ensure that there is no 
unwarranted use of the individual’s data which might invade his/her privacy 
resulting in a detrimental effect.150 

However, it has been difficult to apply competition law to address the harms 
of big data as there are limited circumstances in which big data meets the 
four traditional criteria for being a barrier to entry or a source of sustainable 
competitive advantage — inimitability, rarity, value, and non-substitutability.151 In 
this context the peculiar ways in which network effects, multi-homing practices and 
how dynamic the digital markets are, are all relevant factors which could have both 
positive and negative impacts on competition. 

5.6 Consumer Protection Law
5.6.1 Adjustment and Accuracy of Consumer Reports
The Federal Trade Commission has laid down that Credit Reporting Agencies must 
take all measures and follow a reasonable procedure to ensure that the consumer 
reports are accurate while also providing the consumers with access to their 
personal information along with the means to adjust, update and rectify any errors 
in the information.152 
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5.6.2 Deceptive and Unfair Practices by Data Controllers
The Federal Trade Commission suggested that the companies involved in big data 
analytics should bear in mind the promises made to the consumers and also check 
if the promises are being materially violated.153 These promises could include 
a promise to disclose material information to the consumers, restraining from 
divulging data to third parties or safeguarding consumers personal information 
in order to ensure that the same is not used to their detriment.154 The Commission 
also pointed out that the companies must not sell out information about 
consumers to their customers if they know that the latter are going to put that 
information to a fraudulent or discriminatory use.155 

5.6.3 Role of Intermediary Firms
It has also been suggested by scholars and academics that the firms which act as 
middlemen should enable consumers to opt for suitable privacy preferences or 
identify customers that match the privacy preferences of the consumers in order to 
avoid the unfair use of big data by a dominant firm or company.156 

5.6.4 Choice between payment with money and payment with data
It has been suggested that the consumers or data owners should be given an active 
choice  between paying for an online service directly through monetary means or 
indirectly by allowing data collection.157 This choice provides them with an “exit 
strategy” from the data collection process and will avoid unwarranted access to the 
individual’s personal information. 

5.6.5 Expanding Technical Expertise
The civil rights groups and consumer protection agencies should widen their 
technical expertise by developing a plan for investigating and fixing violations of 
law in order to address the discriminatory effects of big data analytics.158 

5.6.6 Including data brokers in the Data Breach Notification Laws
Proposals have been made to bring in more transparency with respect to data 
brokers. The consumers ought to know how and with whom their data is being 
shared beyond the parties with which they transact directly.159

5.6.7 Access to information about differential pricing
Consumers should be given access to the information about whether the prices 
they are offered for products are substantially varying from the prices offered to 
other consumers. This will help them determine the existence of discrimination 
and disparate impact if any.160 

5.7 Data Portability 
5.7.1 Mandates
The data portability will mandate companies and data receivers to make 
information accessible to the individuals in a format which is machine-readable, 
interoperable and portable in order to enable use and reuse of the data. The 
individuals would also be enabled to switch the service providers if they intend 
to do so.161 Technological projects such as the Berkman Centre of Internet and 
Society’s Project VRM (Vendor Relationship Management) which addresses issues 
such as vendor lock-in and tries to provide better and more equitable manners 
of engaging with vendors are examples of data portability. Data portability also 
provides for the companies to allow the data owners to reap the benefits of 
third party applications to analyse their personal information and draw useful 
inferences.162 

Data portability can happen at two levels, the individual level and the group 
level. Collected and processed data should be put back in the hands of the 
disadvantaged or underprivileged groups in such a manner  that it strengthens 
their capacity to use it.163 This ensures greater accountability of the data 
controllers. 

5.7.2 Personal Data Stores
The European Commission Communication on Big Data has suggested and 
encouraged the use of personal data spaces or personal data stores which 
complements data portability and allows the data subject to control who has 
access to his/her data and for what purpose it is being used.164 These data spaces 
are commonly used to store real-time data such as location tracked by GPS and 
blood pressure which can be measured by a fitness tracker. 

5.8 Co-Regulation
My Data Approach
The Nordic countries have adopted a new approach called “My Data” which seeks 
to shift the control over personal data and processing from the organizations to 
the data subjects.165 The aim of this approach is to provide the data subjects with 
greater access to their personal information in a machine-readable and open 
format, which will help them manage and control the use of their data in a better 
and streamlined way.166 
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5.9 Self-Regulation
5.9.1 Agonistic pluralism of algorithms
Crawford  (2016) suggests agonistic pluralism as both a design ideal for engineers, 
as well as a provocation to understanding algorithms in a broader social context 
in order to challenge the algorithmic “black box”. According to Crawford, rather 
than focusing on the calculations in isolation, we need to account for the spaces 
of contestation in which they operate.167 In isolation, many of these algorithms 
seem the opposite of agonistic: much of the complexity of search, ranking and 
recommendation algorithms is non-negotiable and kept far from view, inside an 
algorithmic “black box”. If algorithms adopt deliberative democratic paradigms, 
they assume an internal mechanism of equal agents, rational debate and emerging 
consensus positions.

5.9.2 Institutional Review Boards (IRBs)
IRBs are review bodies that govern research, which includes human subjects and 
sensitive datasets. With collection of personal data on a real-time basis in the age 
of big data, IRBs play a significant role in self-regulating bodies that collect and 
process information in order to avoid unfair and unwarranted use of such personal 
data, which might be detrimental to the data subjects.168 

5.9.3 Code of Conduct
It has been suggested that the Mobile Network Operators adopt a Code of 
Conduct which involves embedding standard procedures with safeguards such 
as anonymization or pseudonymization techniques. This would prevent big data 
harms and minimize the costs of transaction while transmitting the data to third 
parties who will then use the data for public purposes.169 

5.9.4 Responsible Data
A few companies have voluntarily taken up practices which safeguard personal 
information from voluminous amounts of data in order to ensure that the data 
being processed and analysed does not result in any harm to the data subject. 
The Responsible Data Forum focuses on tactics and methodologies to extract the 
benefits from big data analytics while ensuring fair and reasonable use of personal 
information of the data subject.170 

6. Deregulation 
6.1 Open Data Policy 
Various states and countries have policies which promote open data, but these 
jurisdictions do not have policies which seek to deregulate existing laws in order to 
benefit from the use of big data analytics in particular. 

6.1.1 Shared Data
Shared data facilitates the development of accountability systems by making 
available anonymized microdata to Civil Society Organisations, Academics, 
and other stakeholders.171 The concept of “Semi-Open” Data helps researchers 
and scholars gain access to sensitive data, which serves their purposes, while 
maintaining anonymity with other parties. This is done on the condition that the 
researchers do not share such sensitive information. Data can also be released on 
a large scale on an agreement or license that requires the re-users to refrain from 
re-identifying the data. 

6.1.2 Metatransparency 
This is the practice of incorporating transparency into governance structures of 
open data programs.172 Different kinds of personal information are susceptible to 
different degrees of privacy risks.  Metadata helps identify the nature, source and 
the privacy risks that come along with different kinds of data. 

7. Ethical standards 
There is a need to develop data ethics standards to complement regulation 
and mitigate big data harms. This will require sector-specific expertise as well 
as a grassroots perspective so that data scientists are trained to identify and 
minimise biases in datasets. Definitions of fairness, anti-discrimination, and bias in 
society have been debated by social scientists extensively. The computer science 
community has recently been engaged in a similar debate, attempting to quantify 
different decisions-making philosophies taking into account disparate impact and 
disparate treatment.173 Michael Feldman and others have attempted to develop a 
mathematical criteria based on the US Equal Employment Opportunity Commission 
(EEOC)’s 80 percent rule, in order to identify disparate impact174 in a dataset and 
removing it.175 Literature around regulatory frameworks for ethics and big data 
have focussed on the following: 
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1. Bringing data science under ethical regulation: Metcalf and Crawford 
have noted discontinuities between data science and established tools of 
research ethics regulation.176 As the disciplines that have so far informed 
data science, i.e., computer science, physics, and applied mathematics, 
have been about systems and not human beings, therefore they have been 
outside the scope of human-related-ethics concerns and regulations. 
However, there is a growing realization that data science has a very clear 
impact on the lives of people, and is not equipped to address ethical 
challenges.  

2. Ethical guidelines for data research: Urs Gasser et al have pointed the 
growing trend of big data research being carried out beyond traditional 
oversight mechanisms.177 They propose developing a new ethical framework 
in a multi-stakeholder fashion that would not only be guided by human 
rights but also the right of individuals to participate in the production of 
scientific knowledge. According to Zimmer, conceptual gaps in big data 
research, ethical dilemmas inherent in research projects, outreach efforts 
and developing policy guidance must be looked at by the ethical, research 
and regulatory communities. He argues that the ethical dimensions of 
big data can only be understood and addressed once these issues are 
studied.178 Tene and Polonetsky suggest that the threshold to determine 
whether or not research should be subject to ethical principles should be 
to see whether it is research affecting individuals, and if it is, then it must 
be subject to ethical principles regardless of whether or not personally 
identifiable information is used.179   

3. Ethics norms: Shilton argues that researchers will never be entirely self 
regulating, and ethical norms that currently exist among researchers go 
beyond formal requirements of IRBs, including increasing transparency 
and engaging in deliberative ethics processes.180 According to Urs Gasser et 
al, the multi-stakeholder group that would develop an ethical framework 
for big data (discussed above) should consider developing ethical norms 
based partly on existing best practices for research ethics.181 

4. Ethics and trust:  Richards and Hartzog advocate that for organizations 
to truly protect data subjects, they must embrace the notion of trust as 
a guiding principle in their processing of personal data, and structure 
procedures around affirmative obligations to ensure they act as adequate 
stewards of the data with which they are entrusted.182

8. Conclusion
Today big data presents us with as many challenges as it does benefits. Whilst big 
data analytics can offer incredible opportunities to reduce inefficiency, improve 

decision-making and increase transparency, concerns remain about the effects 
of these new technologies on issues such as privacy, equality and discrimination. 
Although the tensions between the competing demands of big data advocates 
and their critics may appear irreconcilable; only by highlighting these points of 
contestation can we hope to begin to ask the types of important and difficult 
questions necessary to do so. These include: how can we reconcile big data’s need 
for massive inputs of personal information with core principles of privacy such 
as data minimization and collection limitation? What processes and procedures 
need to be instilled during the design and implementation of big data models and 
algorithms to provide sufficient transparency and accountability so as to avoid 
instances of discrimination? What measures can be used to help bridge digital 
divides and ensure that the benefits of big data are shared equitably? Questions 
such as these are today only just beginning to be addressed. Each one however, 
will require careful consideration and reasoned debate if big data is to deliver on 
its promises and truly fulfil its ‘revolutionary’ potential.
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